GIS at RFCs: Concept of Operations

Background

RFCs currently use a mix of ESRI software and Open Source GIS tools (primarily GRASS) to support their operations and development activities.  The only national GIS support was based on ESRI software running under HP-UX.  Several years ago the NWS made a strategic decision to move to Linux.  ESRI no longer supports desk-top software running on any version of UNIX, nor on Linux.  (ESRI does support Linux versions of most of its server software, e.g., SDE, IMS, ArcServer, ArcEngine).  As a result, RFCs have been confronted with unsustainable GIS support within AWIPS.  To deal with this, individual RFCs have improvised, using some combination of the legacy ESRI/HP-UX systems and outdated ESRI software and/or various versions of  ESRI MS Windows-based tools.  
The current situation cannot indefinitely support operational requirements (e.g., to produce the Significant Flood Outlook).  It also provides for no ongoing national support for common GIS development activities nor does it provide for current support functions (e.g., calibration) and creation of Web content using ESRI software.   The Concept of Operations (ConOps) proposed below is intended to provide a framework going forward.

In the ConOps below, operations, operational products, and operational support will specifically refer to nationally provided and supported systems that are needed to create forecasts, watches, warnings or deliver data that are formally documented NWS Directives and Instructions (NDS 10-9 Hydrologic Services Program).  In general, AWIPS systems, software and comms will support these functions.  All other RFC activities, such as calibration, basin delineation, creation of unit hydrographs, creation of Web content, and development activities will be referred to as non-operational RFC support activities.  It is recognized that these activities may be critical to successful operations, but they do not require the same level of reliability or timeliness as creation and delivery of operational information. 
Concept of Operations

RFCs will have two coupled environments: the AWIPS baseline (Linux/Open Source), and a more flexible environment (for the balance of this document, referred to as the “development environment”) which will include most features of the AWIPS baseline as well as other Open Source and COTS software tools.  The AWIPS environment will be specified by OST in conjunction with Raytheon, and will be provided/supported for all NWS components with NWS base funding.  The systems and software in the development environment will be configured to meet needs specific to the NWS Hydrologic Services Program, and may differ from the AWIPS baseline.  

AWIPS Baseline

The most mature GIS tool available in the Open Source community is GRASS (Geographic Resources Analysis Support System).   Because GRASS cannot meet all requirements included in OSIP 05-060: Application of GIS at RFCs, it is expected to be supplemented with additional Open Source geospatial tools: PostGIS, R, GMT, and GSTAT.  We expect this suite to be integrated into the AWIPS as part of OB 8.3.  It will form the GIS baseline for AWIPS operations.  It will require that (1) the NWS initiate a training program, as there are few options for instructor-led GRASS training, and (2) the ESRI-based Significant River Flood Outlook (FOP) software be converted to GRASS.
Non-Operational RFC Support
Systems/software outside the AWIPS baseline will require a source of resources to support and sustain them.  The obvious questions are why should this money be spent, what will it be spent on and where will it come from?  
Why?
The NWS Hydrologic Services Program (HSP) relies on RFCs as well as OHD to develop new techniques, models and analysis tools to improve its services.  While some of this effort is internal, increasingly, the HSP is reaching out to other governmental, academic and even commercial organizations to expedite infusion of new science and technology.

The nature of this effort inherently involves use of richer set of software that extends beyond what is now envisioned for the AWIPS/AWIPS II baseline.  New tools offer new options – science and development of improved forecast techniques should not be limited by the need to maintain a well structured operational environment.  Indeed, many of our collaborators, both inside and outside NOAA, make considerable use of ESRI tools (e.g., U.S. Army Corps of engineers Hydrologic Engineering Center -- HEC).  Having these tools in our development environment will allow the HSP to more easily evaluate external research.  While it may be necessary to convert new tools and techniques to the AWIPS architecture when migrating research to operations, it would be inefficient to do so before it is determined which tools will in fact be integrated into the AWIPS operational baseline.
RFC operations depend in large part on hydrologic and hydraulic models.  Current modeling involves making calculations on discrete basins, so-called ‘lumped’ models.  These models require delineation of the spatial extent and characteristics of the basins to derive parameters and calibration information for operational models.  Some tools to accomplish these tasks rely on ESRI software and will not run within the AWIPS baseline, in particular, tools using ESRI software.  The time and effort to convert current and prospective tools to the AWIPS systems architecture could be largely eliminated if RFCs had an adequate development environment. 
Many RFCs produce geospatial Web content.  While such content does not require GIS software – Open Source or COTS – content creation can frequently be accomplished quicker using GIS tools.  As most staff at RFCs are familiar with ESRI tools, this option is often the route taken by RFCs and migration to tolls within the AWIPS baseline would involve substantial overhead.
Finally, not only do many of our development partners use GIS, but GIS use is widespread in the emergency management community, a key user group.  Overwhelmingly, the emergency management community uses ESRI GIS tools.  Collaboration with users on their own terms is particularly important during response, when workload issues and timeliness are of paramount importance.  This simply isn’t the time to work through logistical issues that result from use of different software tools.
What?
(1) Software

a. Software will include an appropriate portion of code included in the AWIPS baseline (e.g., NWSRFS, OFS, GRASS, etc.) sufficient to allow development and testing that will identify issues when new code is considered for integration into the AWIPS baseline.  
b. Third party software deemed potentially useful to advance the capabilities of the HSP (e.g., DELFT/FEWS, HEC-RAS, ArcHydro).

c. General tools needed to support development and/or integration of third party tools, such as ESRI GIS software.
(2) Systems

a. Systems will support both Linux and MS Windows, and if necessary, other operating systems.
b. Hardware will be clustered and shared by RFCs.  This paradigm should facilitate collaboration among the RFCs and with OHD/HL.

c. Hardware will provide sufficient computation capability for several RFCs to simultaneously conduct development activities.  Clustering of systems is consistent with IT Enterprise Architectural principles that support consolidation of IT assets.  In addition to supporting Enterprise Architecture, clustered systems can minimize systems costs by eliminating the need for robust capability at each RFC.
d. Hardware will support shared data sets, in particular, large ones such as high resolution elevation, soil and land use data. 
e. Systems will be deployed outside the AWIPS firewall to support collaboration with partners (e.g., CHPS)

(3) Data

a. Data needed throughout the HSP will be stored in the clustered development environment.  A single reference set of data will assure consistency across the HSP and will leverage and integrate diverse QC efforts.
How?
Implementation of the development environment is unfunded.  While it is not clear where resources will be obtained, the status quo involves “local” investments of varying levels at most RFCs.  Conceptually, this money could serve to defray the costs of an integrated system.  Because RFC investments are somehow ‘buried’ within RFC and/or Regional budgets, making use of this funding to support an integrated system could be problematic.

While the integrated system would likely to be more cost effective than individual RFC investments, it will likely cost more than currently is being spent.  As the concept of the development environment involves an ongoing activity, use of one-time funds (e.g., AHPS) does not address ongoing O&M as well as technology refresh costs.
Summary

For several decades the innovation/science/development role of the RFCs has not been particularly well supported.   While RFCs have shown initiative and ingenuity in addressing local needs, and have collaborated on some national issues, the efforts have fallen short of their potential because of the absence of a properly resourced concept of operations.  If this is to change, development of a consensus vision of a new concept of operations is a logical first step.  Given the cultural and resource issues that will have to be overcome, the only hope of changing the status quo is development of a powerful business case that everyone in the HSP can consistently use to brief both internally, and externally to our partners and customers.  The goal of this note is to foster thoughtful discussion that could lead to fundamental changes in the way the HSP is supported. 

