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Introduction
The Warning Event Simulator - Displaced Real-Time (WES-DRT) computer provides WFO meteorologists the capability to simulate forecast operations during a severe weather event.  WFO forecasters are required to complete training WES-DRT training sessions before each severe weather season (NWS Directives System Procedural Directive 20-101).  In its initial implementation, the WES-DRT was not established to provide simulations of RFC model operations and RFC personnel were exempted from NWS Directive 20-101.

With the implementation of the RFC Archive Computer (AX) at RFCs and the Southern Region implementation of a PC that can be used at a remote location by an RFC to perform backup RFC operations, all major components are available to effectively utilize the WES-DRT for RFC forecast operations.  LMRFC has integrated these components together to effectively perform RFC model simulations.  This project is named Simulating Hydrologic Activities During Real-Time Events (SHARE). 

Following are the activities necessary to implement SHARE at an RFC.

Limitations and Assumptions Made
To implement SHARE, LMRFC built upon the capabilities already available in the WES-DRT and Archive Computer.  This document assumes that an office has established a PC backup system as developed by ABRFC and implemented at all SR RFCs.  It is assumed that the WES-DRT has been setup to run meteorological simulations.  In the area of database management, a significant amount of experience is necessary to rebuild an Informix database.

How AWIPS and RFC Archive are Used to Archive Data
Archiving is accomplished by the AWIPS LX computers and the AX.  Using the cron on the LX, files that are necessary for SHARE are archived in the AX through a mounted directory.  The directory name on the LX is stored in the directory name in the .Apps_defaults token arcdata_dir   For the LMRFC system that directory is /awips/hydroapps/lx/arcdata.  This directory is linked to /data/flatfiles on the RAX.  This directory was selected instead of the /flatfiles directory because the /flatfiles directory only has 10GB allocated and /data/flatfiles has over 30GB.

Following are the data that are archived:

Note that all directories listed below are in directory defined by the .Apps_defaults token arcdata_dir (/awips/hydroapps/lx/arcdata) and are mounted from the AX and physically reside there. 

  •
SHEF-encoded data - SHEF-encoded data are archived every 10 minutes using the arc_shefdata.lx script executed on the cron.  All SHEF-encoded products are logged in this directory defined in the .Apps_defaults token shef_error_dir.  This logging includes the product, a summation of SHEF errors, and a summary of the products posted to the AWIPS WHFS.  For each product decoded in the past 10 minutes, arc_shefdata.lx strips out the blank characters placed before the product and then stores it in the shefdata dir on the RAX.  SHEF-encoded data are stored in a 7-day rotating archive.  The naming convention and directory of the files stored in this directory are:

shefdata/www/hh/WMOHeader.MMdd.hhmmss 

where 
www is the day of the week - Mon, Tue, Wed, Thu, Fri, Sat, or Sun;

WMOHeader is the AWIPS or WMO header of the product;

MM is the 2-digit month number;

dd is the 2-digit day of the month;

hh is the 2-digit hour;

mm is the 2-digit minute; and 

ss is the 2-digit second the product was decoded.

  •
NWSRFS FS5 files - The files necessary to run NWSRFS and the IFP are stored in the fs5files directory.  Daily at 00Z and 12Z, the arc_fs5files.lx script is executed by the cron and the operational OFS files are tarred up and stored in a 31-day archive.  The files are named:

fs5arc/dd.hh.arc
where 
dd is the 2-digit day of the month; and

hh is the 2-digit hour (either 06 or 00).

  •
Digital Precipitation Array (DPA) Data - The DPA data from the radars are stored indefinitely.  Once per hour, script arc_dpa.lx is executed to copy all DPA products to the archive directory dpadata.  The naming convention for these files is:

dpadata/yyyyMMdd/Radar.yyyyMMdd_hhmm 

where 
yyyy is the 4-digit year;

MM is the 2-digit month number;

dd is the 2-digit day of the month;

Radar is the radar identifier (KLZK);

hh is the 2-digit hour; and

mm is the 2-digit minute.

The script, arc_dpa.lx needs to be edited for the RFC’s radar list. Edit the RADARLIST variables in the script for all radars that need to be archived.
  •
XMRG Data - The xmrg data from the Stage 3/MPE are stored indefinitely.  Once per day, script arc_xmrg.lx is executed to copy all xmrg products to the archive directory xmrg.  The naming convention for these files is:

xmrg/yyyyMMdd/xmrgMMddyyyyhhZ 

where 
yyyy is the 4-digit year;

MM is the 2-digit month number;

dd is the 2-digit day of the month; and

hh is the 2-digit hour.

Implementing the Archive for SHARE
To implement this archive system, the following should be accomplished:

1. Define the .Apps_defaults token arcdata_dir with the directory to mount to the AX computer (/awips/arcdata). The directory should be somewhere other than under /awips/hydroapps/lx as this may cause problems with future AWIPS build installations.
2. On the LX computers on AWIPS, mount the /data/flatfiles directory on the AX to the directory defined in the .Apps_defaults token arcdata_dir (/awips/arcdata).  This mount should be done at boot time.

   To establish this mount, on the AX edit the /etc/exports file. Make an entry similar to:

        /data/flatfile  *(rw,no_root_squash)
      Also make sure that the nfs daemon is running on the AX. If not the easiest way to start it is             run  chkconfig –level  3,4,5  nfs  on   and   chkconfig –level  3,4,5  nfslock  on
   Then on each LX  in the file /etc/fstab add a line similar to:

       ax-orn:/data/flatfile  /awips/arcdata  nfs  rsize=4096,wsize=4096,rw,doft,said  0  0

      Then run on the workstation run  mount –a
   Each of the above steps need to be run as root
3. Run arc_mkdir. This makes all of the directories needed under the arcdata_dir directory.

4. Install the following scripts in /home/public/bin and setup to be executed on the cron:

arc_shefdata.lx

Schedule to run on the cron every 10 minutes

arc_fs5files.lx


Schedule to run on the cron at 00Z,06Z,12Z and 18Z

arc_dpa.lx


Schedule to run on the cron hourly

arc_xmrg.lx


Schedule to run on the cron at 00Z daily

arc_vgfdata.lx                       Schedule to run  at least once per day.
Once these steps are accomplished, you should be archiving sufficient data to perform a simulation using SHARE.

Configuring the WES to Perform Hydrologic Simulations
The WES-DRT must be reconfigured to run hydrologic simulations in SHARE.  All operational RFC software should also be loaded.  These instructions assume that the PC backup system developed by ABRFC has been implemented and is operational.  Following are the steps necessary to configure the WES-DRT for SHARE simulations:

1. Load Operational RFC Software - All files in /awips/hydroapps/lx stored on the PC backup computer should be moved to the WES-DRT.  The files moved will include all RFC operational software necessary to process data, run RFC models, and prepare forecasts.

2. Export the Existing AWIPS Text Database - On AWIPS using dbexport command, the contents of the fxatext database should be exported to a file for transfer to the WES-DRT.

3. Export the WHFS Database - The WHFS database on AWIPS must be transferred to the Informix database on SHARE.  On AWIPS using the dbexport command, the contents of the AWIPS database should be exported to a file for transfer to the WES-DRT.

4. Rebuild the Informix engine - Version 7.23 of Informix was loaded on the WES-DRT.  On AWIPS, Informix has been upgraded to 7.31.  To support SHARE, the old Informix 7.23 engine should be deleted.  A new database engine should be installed under Informix 7.31.

5. Populate the WHFS database - The file created in Step 3 should be moved to the WES-DRT.  On the WES, the WHFS database there should be populated with this data using the dbimport command.

6. Rebuild the AWIPS text database -  The file created in Step 2 should be moved to the WES-DRT.  On the WES, the AWIPS Text database should be rebuilt using the dbimport command. This step will not be needed if not running the FSL WES-DRT software. Also the FSL WES 2.0 software might not need the text database but this has not been yet tested.
7. Setup environmental variables - In the user profile, set the environmental variable HYDROWES_DIR to /data/WES so this variable will be populated at start time. Also set the INFORMIXDIR, INFORMIXSERVER and LD_LIBRARY_PATH environmental variables
8. Create the /data/WES directory - Create the /data/WES directory.  Note this directory should be defined in the HYDROWES_DIR environmental variable.  Make oper the owner and give the directory 777 permissions. 
9. Copy the file .Apps_defaults_wes to /home/oper. 

10. Copy all necessary scripts to /data/WES - All scripts necessary to run simulations should be placed in the /data/WES/bin directory.  These files have been tarred together in file WES_bin.  This file should be untarred in the /home/WES directory.

11. Add a token and to the .Apps_defaults file - In .Apps_defaults, add the token db_purge_dir for the location of db_purge.

12. Check the cron for all programs - The WES-DRT uses a simulated cron to execute operational programs.  The simulated cron is  in $HYDROWES_DIR/bin/simucron.conf where $HYDROWES_DIR is the environmental variable defined in Step 7.  

13. Install all hydro software. The entire /awips/hydroapps file structure can be imported from the RFC backup laptop. Also the /awips/hydroapps directory might not be large enough on the WES. Usually the /data disk is more that sufficient. If needed, a directory called /data/hydroapps can be created and /awips/hydroapps linked to it. 
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